A monotonic conservative finite-difference scheme of second-order accuracy is proposed for the numerical investigation of nonsteady thermoconvective processes.

In the computer modeling of nonsteady thermoconvective processes, the choice of the numerical scheme must satisfy very stringent requirements. Since the solution, as a rule, must be obtained over a long interval of time, it is very important to choose a numerical algorithm that allows the calculation to be carried out with a large time step. Also, to ensure a high accuracy of the solution, the difference scheme must be of a high order of approximation, not only with respect to the space parameters of the grid, but also with respect to the time step.

In order to prevent oscillations of the solution during the calculation process, the difference scheme must be monotonic. Finally, the difference scheme must properly reflect those physical laws which underlie the initial differential equations, i.e., it must be conservative.

In numerical investigations of thermoconvective processes it is usual to start from the Boussinesq hypothesis $[1,2]$ and to consider a system of equations in the eddy velocity $\varphi$, the current function $\psi$, and the temperature $\theta$; in plane Cartesian coordinates, this system takes the dimensionless form

$$
\begin{align*}
\frac{\partial \varphi}{\partial t} & =\frac{\partial}{\partial x}\left(\frac{\partial \varphi}{\partial x}-u \varphi\right)+\frac{\partial}{\partial y}\left(\frac{\partial \varphi}{\partial y}-v \varphi\right)+\operatorname{Gr} \frac{\partial \theta}{\partial x}  \tag{1}\\
\varphi & =-\frac{\partial^{2} \psi}{\partial x^{2}}-\frac{\partial^{2} \psi}{\partial y^{2}}, u=\frac{\partial \psi}{\partial y}, v=-\frac{\partial \psi}{\partial x}  \tag{2}\\
\frac{\partial \theta}{\partial t} & =\frac{\partial}{\partial x}\left(\frac{1}{\operatorname{Pr}} \cdot \frac{\partial \theta}{\partial x}-u \theta\right)+\frac{\partial}{\partial y}\left(\frac{1}{\operatorname{Pr}} \cdot \frac{\partial \theta}{\partial y}-v \theta\right) \tag{3}
\end{align*}
$$

Here $u$ and $v$ are the $x$ and $y$ components of the velocity vector; $t$ is the time. For distance the scale $L$ was taken; for temperature, $\Delta \mathrm{T}$; for velocity, $\nu / \mathrm{L}$; for time, $\mathrm{L}^{2} / \nu$. Both the Prandtl number $\operatorname{Pr}=\nu / \chi$ and the Grashof number of $\mathrm{Gr}=\mathrm{g} \beta \mathrm{L}^{3} \Delta \mathrm{~T} / \nu^{2}$ appear in Eqs. (1)-(3) (g is the acceleration due to gravity; $\beta$ is the ther-mal-expansion coefficient; $\nu$ is the kinematic viscosity; $x$ is the thermal conductivity).

The system in Eqs. (1)-(3) has a solution within a closed region $G$ for definite initial and boundary conditions determined by the specific formulation of the physical problem. At solid impermeable boundaries, for example, there is the adhesion condition

$$
\begin{equation*}
\psi=0, \frac{\partial \psi}{\partial \mathrm{n}}=0 . \tag{4}
\end{equation*}
$$

For the temperature, conditions of the first, second, and third kinds may be given, and there also junction conditions. The boundary condition for turbulence is a more complex problem: It cannot be expressed in explicit form and is satisfied approximately in the course of the calculation.

It must be said that those approaches to determining the turbulence at the boundary which, until recently, were universal in computing practice led to significant limitations on the stability and made the application of an economical fractional-step scheme to the solution of Eqs. (1)-(4) largely ineffective. Recently, however, a procedure for calculating the turbulence boundary condition that gives considerably improved accuracy of the
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[^0]computational process was proposed [3]. This method significantly increases the efficiency of inexplicit difference schemes of variable-direction type, and allows them to be used to solve problems of convective heat transfer [4].

The distinguishing feature of the proposed numerical scheme is that, being of second-order accuracy, it is monotonic and conservative, and allows calculations to be carried out with $\tau \sim \mathrm{h}$. Also, the time step $\tau$ is chosen automatically in the course of the calculation in such a way as to ensure the stability of the computational process.

The difference scheme was obtained by using, in a longitudinal-transverse scheme, the monotonic approximation proposed in [5]. Conservative properties of the scheme were ensured by using the method proposed in [6] for the construction of a steady monotonic conservative scheme of second-order accuracy.

For the model equation

$$
\begin{equation*}
\frac{\partial \Phi}{\partial t}=\frac{\partial}{\partial x}\left(\frac{1}{\rho} \cdot \frac{\partial \Phi}{\partial x}-u \Phi\right)+\frac{\partial}{\partial y}\left(\frac{1}{\rho} \cdot \frac{\partial \Phi}{\partial y}-v \Phi\right)+f \tag{5}
\end{equation*}
$$

(where $\rho=$ const), the difference scheme has the general form

$$
\begin{gather*}
\frac{\bar{\Phi}_{i, j}-\Phi_{i, j}^{n}}{\tau / 2}=\Lambda_{x} \bar{\Phi}+\Lambda_{y} \Phi^{n}+f^{n+1 / 2}  \tag{6}\\
\frac{\Phi_{i, j}^{n+1}-\bar{\Phi}_{i j}}{\tau / 2}=\Lambda_{x} \bar{\Phi}+\Lambda_{y} \Phi^{n+1}+f^{n+1 / 2}
\end{gather*}
$$

The difference operators $\Lambda_{x}$ and $\Lambda_{y}$, approximating the operators $L_{x} \Phi=(\partial / \partial x)[(1 / \rho)(\partial \Phi / \partial x)-u \Phi]$ and $\mathrm{L}_{\mathrm{y}} \Phi=(\partial / \partial \mathrm{y})[(1 / \rho)(\partial \Phi / \partial \mathrm{y})-\mathrm{v} \Phi]$, respectively, are obtained by integrating the latter operators over the elementary volumes $\mathrm{v}_{\mathrm{i}}\left(\mathrm{x}_{\mathrm{i}-1 / 2} \leq \mathrm{x} \leq \mathrm{x}_{\mathbf{i}+1 / 2} ; \mathrm{y}_{\mathrm{j}-1 / 2} \leq \mathrm{y} \leq \mathrm{y}_{\mathrm{j}+1 / 2} ; \mathrm{t}^{\mathrm{n}} \leq \mathrm{t} \leq \mathrm{t}^{\mathrm{n}+1}\right)$, and using the Ostrogradskii formula. For example, the operator $\Lambda_{X}{ }^{\Phi n}$ is

$$
\begin{align*}
& \Lambda_{x} \Phi^{n}=\frac{1}{\rho h}\left(\frac{\Phi_{i+1, j}^{n}-\Phi_{i, j}^{n}}{1+R_{i+1 / 2}}-\frac{\Phi_{i, j}^{n}-\Phi_{i-1, j}^{n}}{1+R_{i-1 / 2}}\right) \\
+ & \frac{u_{i-1 / 2, j}^{n+1 / 2}+\left|u_{i-1 / 2, j}^{n+1 / 2}\right|}{2 h} \Phi_{i-1, j}^{n}+\frac{u_{i-1 / 2, j}^{n+1 / 2}-\left|u_{i-1 / 2, j}^{n+1 / 2}\right|}{2 h} \Phi_{i, j}^{n} \\
- & \frac{u_{i+1 / 2, j}^{n+1 / 2}+\left|u_{i+1 / 2, j}^{n+1 / 2}\right|}{2 h} \Phi_{i, j}^{n}-\frac{u_{i+1 / 2, j}^{n+1 / 2}-\left|u_{i+1 / 2, j}^{n+1 / 2}\right|}{2 h} \Phi_{i+1, i}^{n} \tag{7}
\end{align*}
$$

where $R_{i \pm 1 / 2}=0.5 \rho h\left|u_{i \pm 1 / 2, j}^{n+1 / 2}\right|$ is the Reynolds difference number. The operator $\Lambda_{y} \Phi^{n}$ is written analogously. The terms $\left|u_{i \pm 1 / 2, j}^{n+1 / 2}, v_{i, j \pm 1 / 2}^{n+1 / 2}\right|$ are calculated using the mean values

$$
\begin{align*}
& u_{i-1 / 2, j}^{n+1 / 2}=\frac{1}{8 h}\left(\psi_{i-1, j+1}^{n+1}+\psi_{i, j+1}^{n+1}-\psi_{i-1, j-1}^{n+1}+\psi_{i, j-1}^{n+1}+\psi_{i-1, i+1}^{n}+\psi_{i, j \div 1}^{n}-\Psi_{i-1, j-1}^{n}-\psi_{i, j-1}^{n}\right)  \tag{8}\\
& v_{i, j-1 / 2}^{n+1 / 2}=\frac{1}{8 h}\left(\Psi_{i-1, j-1}^{n+1}+\psi_{i-1, j}^{n+1}-\psi_{i+1, j-1}^{n+1}-\psi_{i+1, j}^{n+1}+\psi_{i-1, j-1}^{n}+\psi_{i-1, j}^{n}-\psi_{i \div 1, j-1}^{n}-\psi_{i+1, j}^{n}\right)
\end{align*}
$$

To solve Eq. (2) in each time layer, a variable-direction iterational scheme is used

$$
\begin{align*}
& \bar{\psi}_{i, j}=\psi_{i, j}^{s}+\frac{\sigma}{2}\left(\bar{\Psi}_{\bar{x} x}+\psi_{\bar{y}}^{s}+\varphi_{i, j}^{n+1}\right)  \tag{9}\\
& \psi_{i, j}^{s+1}=\bar{\psi}_{i, j}+\frac{\sigma}{2}\left(\bar{\psi}_{\bar{x} x}+\psi_{\bar{y} y}^{s+1}+\varphi_{i, j}^{n+1}\right)
\end{align*}
$$

Here $\sigma$ is the iterational parameter; s is the number of the iteration; $\psi_{\mathrm{xx}}^{-}$and $\psi_{\overline{\mathrm{y}} \mathrm{y}}^{\mathrm{y}}$ are symmetric three-point difference operators approximating the derivatives $\partial^{2} \psi / \partial x^{2}$ and $\partial^{2} \psi / \partial y^{2}$, respectively.

The calculational process for determining $\theta_{i, j}^{\mathrm{n}+1}, \varphi_{\mathrm{i}, \mathrm{j}}^{\mathrm{n}+1}, \psi_{\mathrm{i}, \mathrm{j}}^{\mathrm{n}+1}$ from the known values of these parameters at the $n$-th time level is constructed as follows. First, from the difference analog of Eq. (3), the value $\theta_{\mathrm{i}}^{\mathrm{n}+\mathrm{j}}$ is determined; $\psi^{n}$ is taken as the initial approximation for $\psi^{n+1,0}$ in Eq. (8). Then Eq. (1) is solved in the region $G_{1} \in G$, the boundary of which differs from that of $G$ by one step of the grid. The value of $\varphi_{i, j}{ }^{n+1}$ on the boundary of $G_{1}$ is calculated from the difference equation

$$
\begin{equation*}
\varphi_{i, j}^{n+1}=-\psi_{\bar{x}}^{n+1}-\psi_{\overline{i n}}^{n+1} \tag{10}
\end{equation*}
$$

Inside $\mathrm{G}_{1}$ the value of $\varphi_{\mathrm{i}, \mathrm{j}}^{\mathrm{n}+1}$ is determined from the difference analog of Eq. (1).
Next, by means of the iterational process in Eq. (9), $\psi_{\mathrm{i}, \mathrm{j}}^{\mathrm{n}+1}$ is found inside the main region G ; at boundary points of the difference grid, the value of $\psi$ is corrected so as to satisfy the boundary conditions for $\psi$ and $\partial \psi / \partial \mathrm{n}$. For example, if the adherence condition $\psi=\partial \psi / \partial \mathrm{n}=0$ is given at the boundary, then in using a unidirectional three-point approximation of second-order accuracy

$$
\begin{equation*}
\left(\frac{\partial \psi}{\partial \mathbf{n}}\right)_{0}=\frac{-3 \psi_{0}+4 \psi_{1}-\psi_{2}}{2 h}+0\left(h^{2}\right) \tag{11}
\end{equation*}
$$

it is usual to take

$$
\begin{equation*}
\psi_{3}=0, \psi_{1}=0.25 \psi_{2} . \tag{12}
\end{equation*}
$$

To refine the values of $\theta_{i, j}^{n+1}, \varphi_{i, j}^{n+1}, \psi_{i, j}^{n+1}$ obtained, an external iterational cycle is constructed. Thus, the numerical algorithm includes two iterational cycles: the internal and the external. The internal cycle is terminated by the condition

$$
\begin{equation*}
\max _{i, j}\left|\frac{\varphi_{i, j}^{n+1}+\psi_{\bar{x}}^{s+1}+\psi_{\bar{y} y}^{s+1}}{\varphi_{i, j}^{n-1}}\right| \leqslant \varepsilon_{\psi} . \tag{13}
\end{equation*}
$$

The external cycle includes the successive solution of all the equations of the system in Eqs. (1)-(3) until the inequality

$$
\begin{equation*}
\max _{i, j}\left|\frac{\varphi_{i, j}^{n+1}, s i+1}{}-\varphi_{i, \dot{j}}^{n-1, s i}\right| \leqslant \varepsilon_{i, j}^{n}, \tag{14}
\end{equation*}
$$

where $s 1$ is the number of the external iteration, is no longer satisfied. Of course, a similar inequality must. be satisfied for the function $\theta$. However, numerical experiments show that the rate of convergence of $\theta$ is usually higher than that of $\varphi$, and therefore it is reasonable to assume that when Eq. (14) is satisfied the analogous inequality for $\theta$ will also be satisfied.

Experience of calculations shows that for $\mathrm{Ra}=\operatorname{PrGr} \leqslant 10^{4}$ it is expedient to set $\varepsilon_{\psi} \sim 0.01$ and $\varepsilon_{\varphi} \sim 0.05$. For smaller $\varepsilon_{\psi}$ and $\varepsilon_{\varphi}$, the time required for the calculation increases sharply, although the solution is practically unchanged; for larger values, the solution is found to oscillate in the fourth-fifth step. For Ra> $10^{4}$, it is better to take $\varepsilon_{\psi} \sim 0.005$ and $\varepsilon_{\varphi} \sim 0.01$.

The machine time required for the calculation depends significantly on the choice of the iterational paraiseter $\sigma$. In the course of numerical experiments, it was established that the optimal value of $\sigma$ may be roughly calculated from the formula $\sigma=h / 5$. With this choice of $\sigma$, the required accuracy $\varepsilon_{\psi}$ is reached after $5-10$ iterations. It would obviously be more expedient to choose iterational parameters optimized according to Jordan [7, 8], but this choice was not made in the present investigations.

It is simple to establish that for $R_{i \pm 1 / 2}<1$ the proposed numerical scheme approximates the initial system of differential equations in Eqs. (1)-(3) with order $0\left(\tau^{2}+h^{2}\right)$. By summation of the difference equations over all the points of the calculational grid, it may be established that the scheme is conservative.

The systems of difference equations at each of the stages of the calculational process are solved by trial and error. The stability of this method is ensured if

$$
\begin{equation*}
\frac{2}{\tau} \geqslant \max \left(\frac{u_{i-1 / 2, j}^{n+1 / 2}-u_{i+1}^{n+1 / 2}, j}{h}, \frac{v_{i, j-1 / 2}^{n+1 / 2}-v_{i, j+1 / 2}^{n+1 / 2}}{h}\right) . \tag{15}
\end{equation*}
$$

The absence in Eq. (15) of restrictions on the spatial parameters of the grid implies that the difference scheme is monotonic. Numerical experiments confirm that the scheme remains monotonic for values of Ra up to $10^{10}$ and above.

The stability of the variable-direction scheme in Eq. (6), under the condition of negative determinacy of the operators $\Lambda_{X}$ and $\Lambda_{y}$, may be proven using Kellog's lemma [9]. In the case under consideration, negative determinacy of the operators is ensured when Eg. (15) is satisfied. Hence, the scheme is stable for each of
the equations taken individually. However, certain limitations are imposed on $\tau$ because of the approximation in the boundary conditions for turbulence, which are refined at each time layer. If too large a value of $\tau$ is taken, the iterations may diverge even when Eq. (15) is satisfied. This is evidently because the region of convergence in the considered iterational process is too small: For large $\tau$ the initial approximation, usually taken as the value of the function at the previous time level, does not fall within this region, and the process diverges. To prevent the divergence of the iterational process it is necessary to reduce $\tau$.

Experience of calculations shows that the convergence of the external iteration is much improved by smoothing out the boundary condition for turbulence, i.e., by writing

$$
\begin{equation*}
\varphi_{1}^{n+1, s 1+1}=(1-\eta) \varphi_{1}^{n+1, s 1}+\eta \varphi_{1}^{n+1, s 1+1} \tag{16}
\end{equation*}
$$

where $\eta$ is the smoothing parameter. The optimal value of $\eta$ depends on the conditions of the problem and is close to 0.85 for $\mathrm{Ra} \leqslant 10^{6}$; this is in good agreement with the results of [10], where a similar smoothing is used.

At this point, it is perhaps appropriate to point out that, since the boundary condition for the turbulence is unsteady, the matching condition on the intermediate layer must be satisfied, i.e., in this case

$$
\begin{equation*}
\bar{\varphi}_{1}=\frac{1}{2}\left(\varphi_{1}^{n+1}+\varphi_{1}^{n}\right)-\frac{\tau}{4} \Lambda_{y}\left(\varphi_{1}^{n+1}-\varphi_{1}^{n}\right) \tag{17}
\end{equation*}
$$

Violation of Eq. (17) leads to an increase in the machine time for the calculation by approximately $20 \%$. Of course, the same condition must also be satisfied for the temperature if, in the conditions of the problem, it is unsteady on the corresponding portions of the boundary.

Systematic calculations show that, when the indicated conditions are satisfied, the numerical scheme under consideration allows calculations to be carried out with time step $\tau \sim \mathrm{h}$. However, it is not always possible to carry out calculations with large values of $\tau$. For example, in the rapid development of conservative motion, which usually occurs in the initial moments, and also in the reorganization of the convective structure, calculation using large $\tau$ leads to a sharp increase in the number of external iterations, and a corresponding increase in the calculation time. In such cases, it is better to use a smaller value of $\tau$ for the calculation.

It is found that the machine time required for the calculation can be very effectively reduced if, in choosing $\tau$, the number of external iterations required at the preceding time layer is taken into account. If at the $n$-th layer the number of iterations $\mathrm{sl}^{\mathrm{n}}$ is larger than s opt, the time step taken at the ( $n+1$ )-th layer is $\tau^{\mathrm{n}+1}=0.7 \tau^{\mathrm{n}}$. If $\mathrm{s} 1^{\mathrm{n}} \leq \mathrm{s}$ opt, the step is increased: $\tau^{\mathrm{n}+1}=1.2 \tau^{\mathrm{n}}$. If $\mathrm{s} 1^{\mathrm{n}+1}$ is larger than s max, the step is halved; this guarantees the stability of the calculation, since the onset of instability is preceded, as a rule, by a sharp increase in the number of iterations. Experience shows that, if the values $s^{\circ p t}=4, s^{\max }=8$ are chosen, then on those portions where the solution changes smoothly the program chooses the maximum permissible step $\tau \sim h$ (the limit is $\tau<h$ ). The value of $\tau$ is also regulated by Eq. (15); if Eq. (15) is not satisfied, the step is recalculated according to the formula $\tau^{\mathrm{n}+1}=0.7 \tau^{\mathrm{n}+1}$.

To establish the main features of the presented numerical scheme, systematic calculations were carried out for test problems on the convection in a square region with uniform heating from the side [11] and also with sinusoidal heating from above [12]. In addition, a large number of numerical experiments were performed for nonsteady thermoconvective-wave problems [13].

Monotonic stationary solutions for convection with uniform heating from the side [11] can be obtained for values of Ra up to $10^{10}$. The optimal value of the time step, chosen automatically in the course of the experiment, depends very weakly on the spatial parameters of the grid, which is undoubtedly an advantage of the proposed numerical scheme. For values of Ra up to $10^{4}$, the mean optimal value of the time step $\tau$ is found to be approximately equal to $h$. With further increase in Ra, the value of $\tau$ chosen in the course of the experiment drops markedly.

Investigation of the conservative properties of the numerical scheme, using the example of convection with sinusoidal heating from above [12], shows that for values of Ra up to $10^{6}$ on a grid with $\mathrm{h}=1 / 20$, the calculated values of the thermal fluxes entering and leaving the region differ by no more than $3 \%$. The nonconservative scheme of [14] gives discrepancies of the order of $6-15 \%$.

Numerical investigation of nonsteady thermoconvective-wave problems [13] shows that the scheme responds very well to the nonsteady character of the process. On those portions where the solution changes slowly, the maximum permissible time step is chosen, but where the solution is changing rapidly, the time step is
reduced. By this choice of $\tau$, the accuracy of the solution obtained can be maintained more uniformly over the whole of the calculated time interval and, as a result, great economy of the calculations can be achieved.

## NOTATION

$t$, time; $\varphi$, turbulence function; $\psi$, current function; $\theta$, dimensionless temperature; $u, v, x$, and $y$, components of velocity; L, scale of length; $\Delta T$, characteristic temperature difference; $\nu$, kinematic viscosity; $u$, thermal conductivity; $g$, acceleration due to gravity; $\beta$, thermal-expansion coefficient; $\tau$, discretization step for time variable; $h$, discretization step for space variables; $\psi_{X X}^{-}=\left(\psi_{i}+1, j-2 \psi_{i}, j+\psi_{i-1}, j\right) / h^{2} ; n$, vector normal to surface; $\sigma$, iterational parameter; $\eta$, smoothing parameter for boundary condition on $\varphi$; $s$, number of internal iteration; s1 number of external iteration; $\varepsilon_{\psi}$, accuracy of internal iteration; $\varepsilon_{\varphi}$, accuracy of external iteration; $\operatorname{Pr}=\nu / u$, Prandtl number; $\operatorname{Gr}=\mathrm{g} \beta \mathrm{L}^{3} \Delta \mathrm{~T} / \nu^{2}$, Grashof number; Ra $=\operatorname{PrGr}$, Rayleigh number; $\mathrm{R}_{\mathrm{i} \pm 1 / 2}=$ $0.5 \rho h\left|u_{i \pm 1, j}\right|$, Reynolds difference number.
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## HEAT-CONDUCTION PROBLEM FOR A

MULTIPLY CONNECTED BODY
V. S. Kolesov and S. Ya. Gicheva

UDC 536.24 .02

A method for solving a heat-conduction problem for multiply connected domains is proposed based on consecutive solution of problems for doubly connected domains. To provide an example the heat-conduction problem is solved for a circle with two circular holes.

In applied mathematics the evaluation of temperature fields in multiply connected domains is a very difficult problem. As mentioned in [1] there is no universal analytic method which would ensure a solution to a heat-conduction problem. The possibilities of numerical methods are wide; their implementation, however, meets with difficulties, and to overcome them one must, as a rule, analyze each problem separately. An approach which would reduce the solution of a heat-conduction problem for a multiply connected domain to the solving of several problems of the same kind would, therefore, be welcome. The method proposed

Translated from Inzhenerno-Fizicheskii Zhurnal, Vol. 31, No. 6, pp. 1120-1125, December, 1976. Original article submitted November 19, 1975.

[^1]
[^0]:    This material is protected by copyright registered in the name of Plenum Publishing Corporation, 227 west 17 th Street, New York, N. Y. 1001I. No part of this publication may be reproduced, stored in a retrieval system, or transmitted, in any form or by any means, electronic, mechanical, photocopying, microfilming, recording or otherwise, without written permission of the publisher. A copy of this article is available from the publisher for $\$ 7.50$.

[^1]:    This material is protected by copyright registered in the name of Plenum Pubishing Corporation, 227 West 17 th Street, New York, N. Y. 10011. No part of this publication may be reproduced, stored in a retrieval system, or transmitted, in any form or by any means, electronic, mechanical, photocopying, microfilming, recording or otherwise, without written permission of the publisher. A copy of this article is available from the publisher for $\$ 7.50$.

